CELLULAR IMMUNOTHERAPY FOR HIGH GRADE GLIOMAS: MATHEMATICAL ANALYSIS DERIVING EFFICACIOUS INFUSION RATES BASED ON PATIENT REQUIREMENTS
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Abstract. To date, no effective cure has been found for high grade malignant glioma (HGG), current median survival for HGG patients under treatment ranging from 18 months (grade IV) to 5 years (grade III). Recently, T cell therapy for HGG has been suggested as a promising avenue for treating such resistant tumors, but clinical outcome has not been conclusive. For studying this new therapy option, a mathematical model for tumor–T cell interactions was developed, where tumor immune response was modeled by six coupled ordinary differential equations describing tumor cells, T cells, and their respective secreted cytokines and immune mediating receptors. Here we mathematically analyze the model in an untreated case and under T cell immunotherapy. For both settings we classify steady states, determine stability properties, and explore the global behavior of the model. Analysis suggests that in untreated patients, the system always converges to a steady state of a large tumor mass. An increase in the patient’s pro-inflammatory activity only marginally reduces tumor load at steady state. This result suggests that the patient’s own immune system is never sufficient for eliminating HGG. In contrast, infusion of T cells above a certain level, \( S_{\text{min}} \), renders a curative tumor-free steady state locally asymptotically stable. When the infusion rate is increased above a higher threshold, \( S_{\text{max}} \), this steady state becomes globally stable, providing a cure from any initial state of the system. These thresholds, as well as the infusion time required for tumor elimination for different doses, are computed explicitly, and can be personalized using patient-specific parameters. Our results suggest that reduction of tumor load and even tumor elimination can be achieved, either by significantly encouraging the endogenous immune response or by T cell infusion. This work provides an insight and practical guidelines for improving the efficacy of brain cancer immunotherapy by T cell infusion, which should be further studied clinically.
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1. Introduction. Immunotherapy is a rapidly developing approach in cancer treatment, based on the premise that the immune system can be strengthened to fight the cancer. Different immunotherapy strategies have been considered for aiding the immune system in efficient recognition and destruction of tumor cells. These include cytokine immunotherapy [5] and cellular immunotherapy [12, 19, 23]. The latter method suggests treatment by addition of immune cells (autologous or allogeneic) previously presented with tumor-related antigens, which will directly attack and destroy tumor cells. Various cellular immunotherapy protocols are currently being developed and undergoing trials in both animals and humans.

The complex tumor–immune system interactions and their control by immunotherapy involve negative and positive feedback and processes having different rates and
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different time scales. This complexity does not allow intuitive prediction of the effects of different factors on the final result, whereas mathematical models enable one to predict nonlinear complex dynamics. Previous studies [2, 3, 4, 6, 7, 14, 21, 24] put forward theoretical models of cancer immunology and immunotherapy. In particular, in [21], the ordinary differential equations (ODEs) system that describes the interaction between the tumor and immune cell is investigated, while in [14], a similar model considers also the effects of pro-immune cytokine interleukin-2 and the application of cellular and cytokine immunotherapy. In [6] the interaction between the tumor and natural killer cells and CD8+ cells is investigated, including the effect of immunotherapy and sensitivity analysis. Further, the effects of chemotherapy together with vaccination are considered in [7]. Mathematical models for immunotherapy by IL-21 are validated in cancer-bearing animals [3] and optimal IL-21 therapy has been suggested [4].

In this work we focus on cellular immunotherapy of brain tumors using alloreactive or allogeneic cytotoxic T lymphocytes (CTLs), currently under clinical trials in high grade gliomas (HGGs), which are among the most aggressive and deadly brain tumors. HGGs include such tumor types as anaplastic astrocytoma, anaplastic oligodendroglioma (grade III HGG), and glioblastoma multiforme (GBM) (grade IV). These HGGs vary in life expectancy, but even with the best-known contemporary care survival does not exceed 1.5 years for GBM and 5 years for the less aggressive forms [15]. A novel cellular immunotherapy using alloreactive CTLs has been suggested [19, 20]. The clinical trials showed considerably prolonged survival in some cases in grade III HGG, but were unsuccessful in GBM patients.

A mathematical model for the application of cellular immunotherapy for HGG was proposed in [17]. It describes the interactions between the tumor and the immune system in the brain by a set of six ODEs, representing the dynamics of tumor cells, CTLs, transforming growth factor-beta (TGF-β), interferon-gamma (IFN-γ), and the mediating molecules major histocompatibility complex class I (MHCI) and major histocompatibility complex class II (MHCII). These six major role players are connected in a web of positive and negative feedback (for details see Figure 1 in [17]). In brief, a tumor located in the brain is rather sheltered from the immune system. Only activated CTL recruited from the peripheral blood can cross the blood brain barrier (BBB) to lyse tumor cells; activation of a CTL is enabled only if a T helper cell managed earlier to cross the BBB and to encounter a tumor-associated antigen on the surface of an antigen presenting cell displayed on an MHCII receptor. An activated CTL in the brain is able to identify and destroy a tumor cell by recognizing a tumor antigen presented on MHCI receptors on the tumor surface. To add to this complexity, tumor cells secrete an anti-inflammatory cytokine TGF-β, which reduces the efficacy of tumor cell lysis by a CTL. TGF-β also makes the BBB less permeable to activated CTLs. On the other hand, activated CTLs secrete IFN-γ, which induces MHCI and MHCII expression on the surface of tumor cells and antigen-presenting cells. In [17] it was shown that HGG grade III and grade IV can be represented by assigning proper values to the parameter representing maximal tumor growth rate. The model successfully retrieved the results of the clinical trial by Kruse et al. [19, 20], which used donor CTL infusions for brain tumor patients. This model varies from the models studied in the aforementioned studies, by considering the mediator role of MHC receptors and by focusing on the specific type of brain tumors.

In the present work, we explore the scope of behavior of the same model, with or without treatment, where treatment consists of constant infusion of exogenous CTLs, either alloreactive or allogeneic. For each setting, we study the steady states of the model and their stability, allowing classification of possible steady states of the
tumor under the influence of the immune system and treatment. This is one of the first theoretical works, establishing the mathematical basis for the administration of a novel adoptive cellular immunotherapy for HGG. The model is used for predicting clinical amounts of CTLs to be infused directly to the resection cavity in the brain in order to eradicate HGG.

Section 2 presents the generalized model and its basic properties. In section 3 we study the steady states of the untreated system. Section 4 is devoted to exploring the steady states of the system with treatment by a constant infusion of CTLs. Section 5 complements the results of sections 3 and 4, using explicit calculations and numerical solutions. Embedding the realistic parameters in the model, we estimate threshold values for successful treatment and time to tumor elimination.

2. The model and its basic properties. In this section we present the model equations and basic assumptions. We deduce existence, uniqueness, and boundedness of solutions, as well as existence of a compact global attractor. These results show that the system has a biologically reasonable behavior; i.e., cytokine levels, as well as receptor and cell numbers, do not drop below zero or diverge. They also suggest certain regularity is to be expected in the system behavior, though they do not rule out instability or chaos.

In [17], a system of six ODEs was used to describe the dynamics of tumor cell number, \( T \), CTL number, \( C \), quantities of TGF-\( \beta \) and INF-\( \gamma \) in the central spinal fluid (CSF), \( F_\beta \) and \( F_\gamma \), respectively, and numbers of molecules of MHC class I and MHC class II per cell, \( M_I \) and \( M_{II} \), respectively. In the present work, we simplify the notation used in [17] and further introduce a minor modification, as follows. MHC class I and MHC class II molecule numbers per cell are denoted by \( u \) and \( v \), respectively. Instead of quantities of TGF-\( \beta \) and IFN-\( \gamma \) in the CSF we consider their concentrations in the CSF, denoted by \( x \) and \( y \), respectively. The relations between quantity and concentration are given by
\[
x = \frac{F_\beta}{V}, \quad y = \frac{F_\gamma}{V},
\]
where \( V \) is the volume of the CSF, assumed to be constant. This change requires the straightforward adjustment of parameter values used in [17], which is explained in Appendix. In the first stage of the analysis we also generalize the expressions used in [17], presenting the functions in generic form and specifying their important properties. Thus, the system of equations from [17] becomes

\[
\begin{align*}
\dot{T} &= r(T)T - f_T(x)g_T(u)h(T)CT, \\
\dot{C} &= f_C(T \cdot v)g_C(x) - \mu_C C + S(t), \\
\dot{x} &= f_x(T) - \mu_x x, \\
\dot{y} &= f_y(C) - \mu_y y, \\
\dot{u} &= f_u(y) - \mu_u u, \\
\dot{v} &= f_v(x)g_v(y) - \mu_v v,
\end{align*}
\]

(2.1)

where

- \( r(T) \) is the rate of tumor growth;
- the function \( f_T(x) \) represents the reduction of CTLs efficacy as a result of TGF-\( \beta \);
- the function \( g_T(u) \) describes the dependence of CTLs efficacy on the number of MHC class I receptors presented by a tumor cell;
- \( h(T) \) is the function representing the effect of tumor mass on the tumor cell accessibility to CTLs;
- \( f_C(T \cdot v) \) is the natural CTL recruitment function;
IV HGG by the values of

In addition, we preserve here the distinction made in [17] between grade III and grade

The model construction and the form of the equations are elaborated in [17]. Note

We make the following biologically reasonable assumptions in order to determine

The functions \( r, f_T, g_T, h_T, f_C, g_C, S, f_x, f_y, f_u, f_v, \) and \( g_u \) are of class \( C^1 \)

and have nonnegative values.

\( r(T) \) is decreasing on \([0, K]\), \( r(0) = r_0 > 0 \), and \( r(K) = 0 \), where \( K \) is

the carrying capacity of the tumor. We also assume that for \( 0 \leq T \leq K \),

\( r''(T) \geq 0 \).

TGF-\( \beta \) decreases the efficacy of tumor killing by CTLs, up to some saturation

limit; i.e., \( f_T(x) \) is decreasing, \( f_T(0) = 1, \lim_{x \to +\infty} f_T(x) = a_{T,x} > 0 \), and \( f'_T \)

is increasing.

MHC class I receptors are necessary for CTLs action, and they increase CTL

efficacy up to some saturation limit; i.e., \( g_T(0) = 0, \lim_{u \to +\infty} g_T(u) = a_T > 0 \),

\( g_T(u) \) is increasing, and \( g'_T \) is decreasing.

A large tumor mass hampers CTL access to tumor cells and, therefore, reduces

the kill rate; i.e., \( h_T(T) \) is decreasing, \( h_T(0) = 1, \lim_{T \to +\infty} h_T(T) = 0 \), and \( h'_T \)

is increasing. Note that although this factor can ameliorate the efficacy of

CTLs, this will never happen in cases of interest because \( T \leq K \).

The total number of MHC class II receptors on all tumor cells determines

the recruitment of CTLs. The rate of CTL entrance is limited; i.e., \( f_C \) is

increasing from \( f_C(0) = 0 \) to \( \lim_{Tv \to +\infty} f_C(Tv) = a_{C,v} > 0 \), and \( f'_C \)

is decreasing.

TGF-\( \beta \) reduces recruitment of CTLs down to some minimal level; i.e., \( g_C(0) = 1, \lim_{x \to +\infty} g_C(x) = a_{C,x} > 0 \), \( g_C(x) \) is decreasing, and \( g'_C \)

is increasing.

\( S(t) \) is nonnegative and constant, representing the immunotherapy by infusion,

which we assume to be constant. However, in further studies it can be replaced by a more complex function representing nonconstant treatment.

TGF-\( \beta \) is secreted by all the tumor cells, and, in addition, there is a base level

secretion of TGF-\( \beta \); i.e., \( f_x(0) = g_x, f_x(T) \) is increasing, \( \lim_{T \to +\infty} f_x(T) = +\infty \), and \( f'_x \)

is nonincreasing.

IFN-\( \gamma \) is secreted by all the CTLs, its base level is negligible; i.e., \( f_y(0) = 0, f_y(C) \)

is increasing, \( \lim_{C \to +\infty} f_y(C) = +\infty \), and \( f'_y \) is nonincreasing.

There is a constant basic production of MHC class I receptors at the cell surface,

while IFN-\( \gamma \) increases this production up to some level; i.e., \( f_u(0) = g_u > 0, \lim_{u \to +\infty} f_u(u) = g_u + a_{u,u}, a_{u,u} > 0 \), \( f_u(y) \) is increasing, and \( f'_u \)

is decreasing.
- TGF-β reduces MHC class II production down to some minimal level; i.e., \( f_C(t) = 1 \), \( \lim_{x \to -\infty} f_C(x) = a_{C,x} \), \( f_C(x) \) is decreasing, and \( f'_C \) is increasing.
- IFN-γ is necessary to induce production of MHC class II receptors and increases it up to some level; i.e., \( g_v(0) = 0 \), \( \lim_{y \to +\infty} g_v(y) = a_{u,y} > 0 \), \( g_v(y) \) is increasing, and \( g'_v \) is decreasing.

These assumptions imply that all solutions to the system (2.1) are nonnegative for nonnegative initial conditions and they are defined for every \( t \geq 0 \). Further, these solutions have the following properties:

1. For the first equation it is obvious that \( \dot{T} \leq r(T)T \). Therefore, if \( T(0) \leq K \), then \( T(t) \leq K \), for \( t \geq 0 \).
2. The maximal value of the expression \( f_C(T)g_C(x) \) is equal to \( a_{C,v} \). Therefore, \( \dot{C} \leq a_{C,v} + S_{max} - \mu C \) which implies \( C(t) \leq C(0) + \max\{ \frac{a_{C,v} + S_{max}}{\mu C} \} \). As for the variable \( T \), we obtain \( x \leq x_{max} = \max\{ \frac{f(x_{max})}{\mu y}, y(0) \} \).
3. As above, \( y \leq y_{max} = \max\{ \frac{f_C(x_{max})}{\mu y}, y(0) \} \).
4. Similarly, \( u \leq u_{max} = \max\{ \frac{g_C(x_{max})}{\mu u}, u(0) \} \).
5. The maximal value of \( f_Cg_v \) is equal to \( a_{u,y} \) and hence, \( v \leq v_{max} = \max\{ \frac{a_{u,y}}{\mu v}, v(0) \} \).

Thus, we can state the following.

**Proposition 1.** All coordinates of the solution to the system (2.1) with nonnegative initial conditions are nonnegative and bounded.

We are mainly interested in the asymptotic behavior of solutions to the system (2.1). We show now that the system has a compact global attractor. Although the system is highly nonlinear, we expect that the form of this attractor is simple. It is confirmed by numerical simulations we present in section 5 for the specific functions proposed in [17]. To show the existence of the attractor, we use the following notion of dissipativity (compare, e.g., [10]). Let \( \dot{x} = F(x) \) be the system of equations defined on some Banach space \( X \) and \( S_t(x_0), x_0 \in X \), be the semigroup of solutions to this system. This semigroup (or the system, equivalently) is called dissipative, if there exists a bounded set \( B \subset X \), which attracts all bounded sets from \( X \). If \( X \) is finite-dimensional, then dissipativity yields existence of a global compact attractor.

**Proposition 2.** The system (2.1) has a compact global attractor in \( [0,K] \times (\mathbb{R}^+)^5 \).

**Proof.** We show that the system (2.1) is dissipative. It is enough to find a function \( W : X \to R \), where \( X = [0,K] \times (\mathbb{R}^+)^5 \) in our case, such that \( W \) is bounded on bounded sets, \( \lim_{x \to +\infty} W(x) = +\infty \), for every \( x \in X \) the function \( W(S_t(x)) \) is differentiable, and \( \nabla W \cdot F = \frac{\partial W}{\partial x} W(S_t(x)) \leq \beta - \alpha W \) for some non-negative constants \( \alpha \) and \( \beta \), where \( F \) denotes the right-hand side of the system (2.1). Let \( W(T, C, x, y, u, v) = T + C + x + y + u + v \). Note that \( r(T)T \leq 0, r(0) = 0 \) on \( [0,K] \) and therefore, \( r(T)T \leq a - bt \), where \( a = 2Kr_0 \) and \( b = r_0 \). Hence,

\[ \nabla W \cdot F = r(T)T - f_T(x)g_T(u)CT+T(T) + f_C(T)g_C(x) - \mu C + S + f_x(T) \]

\[ - \mu x + f_y(C) - \mu y + f_u(y) - \mu u + f_v(x)g_v(y) - \mu v \leq a - bt + a_{C,v} \]

\[ - \mu C + S_0 + f_x - \mu x + \bar{f}_v - \mu v \leq \beta - \alpha W, \]

where \( \alpha = \min\{ b, \mu C, \mu x, \mu y, \mu u, \mu v \} \) and \( \beta = a + a_{C,v} + S_0 + \bar{f}_v + \bar{f}_y + \bar{f}_u + \bar{f}_v \). Dissipativity yields existence of a global compact attractor for the system (2.1).

3. **Steady states of the untreated system.** In this section we study the existence and stability of steady states for the untreated system (2.1), i.e., \( S = 0 \). We
show that the unique steady state defined by \( T = 0 \) and \( C = 0 \) always exists but is unstable. This steady state will be denoted “no disease, no immunity (NDNI) steady state.” In addition, there always exists a steady state defined by \( T = K \) and \( C = 0 \), which we will term “disease, no immunity (DNI) steady state.” Its stability depends on the condition described in Proposition 3. This condition is, in fact, an inequality that demands that the degradation constants of the pro-immune components in the system (CTLs, IFN-\( \gamma \), MHC class II) are large enough to ensure their quick removal from the tumor environment. Proposition 4 shows that the same inequality implies that there are no other steady states in the untreated case.

From the first equation of system (2.1), it is obvious that at steady state, either \( T = 0 \) or

\[
(3.1) \quad r(T) = f_T(x)g_T(u)h_T(T)C \quad \text{for} \quad T \neq 0.
\]

In the following subsections we show that the system (2.1) may have two or more steady states, depending on model parameters. For studying their stability we use the Jacobi matrix of the system (2.1):

\[
(3.2) \quad \begin{pmatrix}
    r'(T)T + r(T) & -f_T(x)g_T(u) & -f'_a(x)g_T(u) & 0 & -f_T(x)g'_T(u) & 0 \\
    -f_T(x)g_T(u) & h_T(T) & -h_T(T)CT & 0 & -h_T(T)CT & 0 \\
    h_T(T) + Th'_T(T) & 0 & f_C(Tv)g_C(x)v & 0 & 0 & f'_C(Tv) \\
    f'_x(T) & 0 & -\mu_x & 0 & 0 & 0 \\
    0 & f'_y(C) & 0 & -\mu_y & 0 & 0 \\
    0 & 0 & f'_v(x)(y) & f_v(x)g'_v(y) & 0 & -\mu_v
\end{pmatrix}
\]

### 3.1. NDNI steady state

When \( T = 0 \) at steady state, the steady state values for other variables can be computed as follows:

\[
C = 0, \quad x = \frac{f_x(0)}{\mu_x} = \frac{g_x}{\mu_x} > 0, \quad y = \frac{f_y(0)}{\mu_y} = 0, \quad u = \frac{f_u(0)}{\mu_u} = \frac{g_u}{\mu_u} > 0, \quad v = \frac{f_v(x)g_v(0)}{\mu_v} = 0.
\]

Therefore, there exists a unique NDNI steady state \((0, 0, \frac{g_u}{\mu_u}, 0, \frac{g_u}{\mu_u}, 0)\). For this steady state only one nonzero term exists in the first row of the Jacobi matrix (3.2). Hence, the first eigenvalue of the system, \( \lambda_1 = r_0 > 0 \), and this implies instability of this steady state. Moreover, it is easy to see that \( \lambda_5 = -\mu_u \) and therefore, NDNI is a saddle point.

### 3.2. DNI steady state

Coming back to (3.1), we see that it is satisfied by \( T = K \) and \( C = 0 \). From the second equation of system (2.1) under the condition \( S = 0 \), there should be \( f_C(Tv)g_C(x) = \mu_C C \) at any steady state. Using the assumptions \( f_y(0) = 0, g_v(0) = 0, \) and \( f_C(0) = 0 \), we see that \( C = y = v = 0 \). Hence, there is a DNI steady state \((K, 0, x_K, 0, u_K, 0)\), where \( x_K = \frac{f_v(K)}{\mu_u} \) and \( u_K = \frac{g_u}{\mu_u} \).
The Jacobi matrix in this case takes the following form:

\[
\begin{pmatrix}
 r'(K)K & -f_T(x_K)g_T(u_K)h_T(K)K & 0 & 0 & 0 & 0 \\
 0 & -\mu_C & 0 & 0 & 0 & f_C'(0)g_C(x_K)K \\
 f_x'(K) & 0 & -\mu_x & 0 & 0 & 0 \\
 0 & f_y'(0) & 0 & -\mu_y & 0 & 0 \\
 0 & 0 & 0 & f_u'(0) & -\mu_u & 0 \\
 0 & 0 & 0 & 0 & f_v'(x_K)g_v'(0) & -\mu_v \\
\end{pmatrix}
\]

Calculating the characteristic polynomial for the steady state above, one obtains

\[
P(\lambda) = (\lambda - r'(K)K)(\lambda + \mu_x)(\lambda + \mu_u)[(\lambda + \mu_y)(\lambda + \mu_v)(\lambda + \mu_C) - A],
\]

where

\[
A = f_y'(0)f_C'(0)g_C(x_K)f_v(x_K)g_v'(0)K.
\]

Since \(r'(K)K\) is negative, while \(\mu_x\) and \(\mu_u\) are positive, the sufficient condition of stability of the DNI steady state is negativeness of the real parts of roots of the polynomial

\[
Q(\lambda) = (\lambda + \mu_y)(\lambda + \mu_v)(\lambda + \mu_C) - A.
\]

From the model assumptions it follows that \(A \geq 0\). If \(A = 0\), all three roots of \(Q\) are negative real. Upon increasing \(A\), the maximal root increases, while the two other roots remain negative, or become complex with negative real part (since the sum of the three roots remains unchanged). Thus, for \(A < \mu_y\mu_v\mu_C\) all three roots have negative real parts, while at \(A = \mu_y\mu_v\mu_C\), the maximal root becomes 0 and the steady state loses its stability when \(A > \mu_y\mu_v\mu_C\).

**Proposition 3.** If

\[
A < \mu_y\mu_v\mu_C,
\]

where \(A\) is defined by (3.4), then the DNI steady state \((K,0,x_K,0,u_K,0)\) is locally asymptotically stable (LAS). The inverse inequality implies instability of this state.

**3.3. Positive DI steady states.** Let \((T_p,C_p,x_p,y_p,u_p,v_p)\) denote a steady state with \(T_p > 0\), \(C_p > 0\). Then

\[
x_p = \frac{f_x(T_p)}{\mu_x}, \quad y_p = \frac{f_y(C_p)}{\mu_y}, \quad u_p = \frac{f_u(y_p)}{\mu_u}, \quad v_p = \frac{f_v(x_p)g_v(y_p)}{\mu_v}.
\]

This means that if there exist \(T_p > 0\) and \(C_p > 0\), then the positive steady state is defined. We will term such a steady state “disease, immunity (DI) steady state.” To find these steady states, we need to solve the system of two equations

\[
r(T_p) = f_T\left(\frac{f_x(T_p)}{\mu_x}\right)g_T\left(\frac{f_u(C_p)}{\mu_u}\right)h_T(T_p)C_p,
\]

\[
f_C\left(\frac{f_v(x_p)g_v(y_p)}{\mu_v}\right) = \mu_C C_p.
\]
Consider (3.7) and define the auxiliary function

$$H_T(C) = f_C \left( \frac{f_x(T)}{\mu_x} \frac{f_y(C)}{\mu_y} \right) g_C \left( \frac{f_x(T)}{\mu_x} \right) - \mu C C$$

for $T \geq 0$. For every $T \geq 0$, $H_T(0) = 0$. Hence, if $H_T$ is a strictly monotonic function, then there is no steady state with $C > 0$. Taking the derivative with respect to $C$ one gets

$$H'_T(C) = f'_C \left( \frac{f_x(T)}{\mu_x} \frac{f_y(C)}{\mu_y} \right) g'_C \left( \frac{f_x(T)}{\mu_x} \right) - \mu C.$$

For a given $T$, if for all $C$ there is $H'_T(C) < 0$, then no positive solution exists. Recall from the assumptions in section 2 the following properties: $f'_C$, $g'_C$, and $f'_y$ are positive and nonincreasing, and $f'_y$ and $g'_y$ are decreasing. In addition, $\lim_{C \to \infty} f_y(C) = +\infty$. It follows that $H'_T(C)$ is decreasing; thus the condition $H'_T(0) < 0$ is sufficient to provide $H'_T(C) < 0$ for any $C$. On the other hand, if $H'_T(0) > 0$, we note that boundedness and monotonicity of $g_y$ and $g'_y$ imply that $g'_y(y) \to 0$ when $y \to +\infty$. This implies that for $C$ big enough, $H'_T(C) < \epsilon - \mu C$ with $\epsilon$ arbitrarily small; thus the equation $H_T(C) = 0$ has a positive solution. Moreover, $H'_T(C)$ is decreasing (the second derivative has a constant sign); thus there is only one positive $C$ for which $H_T(C) = 0$. Note that this value of $C$ may be larger than $C_{max}$. In this case there still can be no positive steady state in the range of interest.

Further, using our assumptions we can obtain the following estimation for $0 \leq T \leq K$:

$$H'_T(0) = \frac{f'_C(0)}{\mu_v} \frac{f_v(x_K) K g'_y(0) f'_y(0)}{\mu_y} g_C(x_K) - \mu C,$$

where $x_K = \frac{f_x(K)}{\mu_x}$ is the $x$-coordinate of the DNI steady state.

**Proposition 4.** If $A < \mu_y \mu_v \mu_C$, that is, (3.5) is satisfied, then the untreated system has no steady state with $0 < T < K$.

Propositions 3 and 4 suggest that for $A = \mu_y \mu_v \mu_C$ we can expect the appearance of a DI steady state and switch of stability between the DNI and DI steady states. We explore this issue numerically in section 5.

### 4. Steady states for the treated system

In this section we explore the steady states and their stability for system (2.1), with a positive, constant CTLs infusion rate, $S > 0$. We show that there exists the unique steady state defined by $T = 0$, $C = \frac{S}{\mu_C}$, and it is LAS for $S$ large enough, as described by Proposition 5. We term it “no disease, immunity (NDI) steady state.” Further analysis demonstrates the possibility of positive DI steady states.
4.1. NDI steady state and tumor elimination. For the system (2.1) with positive $S$, the steady state value of $C$ is nonzero. The case $T_{st} = 0$ leads to

$$C_{st} = \frac{S}{\mu C}, \quad x_{st} = \frac{f_x(0)}{\mu_x}, \quad y_{st} = \frac{f_y(C_{st})}{\mu_y}, \quad u_{st} = \frac{f_u(y_{st})}{\mu_u}, \quad v_{st} = \frac{f_v(x_{st})g_v(y_{st})}{\mu_v},$$

and all the coordinates, except for $T_{st}$, are positive. To examine the stability, we note that the Jacobi matrix for system (2.1) with positive constant $S$ remains the same as in the untreated case. For the steady state $(0, C_{st}, x_{st}, y_{st}, u_{st}, v_{st})$ one gets the following matrix:

$$(4.1) \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & -\mu_C & 0 & 0 & 0 \\
0 & 0 & -\mu_x & 0 & 0 \\
0 & 0 & 0 & -\mu_y & 0 \\
0 & 0 & 0 & 0 & -\mu_v
\end{pmatrix}.$$

It is easy to see that the eigenvalues of the matrix (4.1) are equal to $-\mu_v$, $-\mu_u$, $-\mu_y$, $-\mu_x$, $-\mu_C$, and $r_0 - g_T(u_{st})f_T(x_{st})C_{st}$, the last five always being negative. For the last expression, we observe that $r_0$ and $f_T(x_{st})$ depend on parameter values, but not on $S$, while $g_T(u_{st})C_{st}$ is increasing (at least linearly) in $S$. Therefore, for $S$ large enough, the last eigenvalue is also negative. Substituting the steady state values of the variables, we obtain the following condition.

**Proposition 5.** Let $S$ be sufficiently large, so that

$$\frac{S}{\mu C} g_T \left( \frac{f_u \left( \frac{f_y(S/\mu C)}{\mu_y} \right)}{\mu_u} \right) > \frac{r_0}{f_T \left( \frac{f_x(0)}{\mu_x} \right)}.$$

Then the NDI steady state $(0, C_{st}, x_{st}, y_{st}, u_{st}, v_{st})$ is LAS.

Proposition 5 provides a necessary condition for treatment to be efficacious in tumor elimination. Further, if $S$ is large enough, we can obtain the global stability of this steady state. Indeed, let $S = S^*, C(t) > C^* = \frac{\alpha}{\mu C}(1-\epsilon)$ for $\epsilon$ arbitrarily small and $t$ large enough. Consequently, if we put $y^* = \frac{f_x(C^*)}{\mu_y}(1-\epsilon_1)$ and $u^* = \frac{f_u(u^*)}{\mu_u}(1-\epsilon_2)$, for small $\epsilon_1, \epsilon_2$, then, starting from some moment, $u > u^*$ and therefore, $g_T(u^*)C^* > g_T(u^*)C^*$. Note also, that $g_T(u^*)C^*$ increases in $S^*$ at least linearly. On the other hand, values of $f_T$ and $h_T$ are bounded from below: $h_T(T) \geq h_T(K)$ and $f_T(x) \geq f_T(x_{\text{max}})$. Therefore, if we can supply the system with $S^*$ large enough, such that $g_T(u^*)C^* > \frac{\alpha}{\mu C} h_T(K)$, then $T \leq -aT$, where $a = g_T(u^*)C^* - \frac{\alpha}{\mu C} h_T(K)$, and therefore, the tumor size decays to 0. Thus, we have the following remark.

**Remark 1.** If $\frac{S}{\mu C} g_T \left( \frac{f_u \left( \frac{f_y(S/\mu C)}{\mu_y} \right)}{\mu_u} \right) > \frac{r_0}{f_T \left( \frac{f_x(0)}{\mu_x} \right) h_T(K)}$, then the tumor size exponentially decays to 0.
Comparing to Proposition 5, the condition assumed in Remark 1 is stronger and requires larger values of the injection rate $S$.

### 4.2. Positive DI steady states

To find DI steady states $(T_p^t, C_p^t, x_p^t, y_p^t, u_p^t, v_p^t)$ for the system (2.1) with treatment, one needs to solve the system of equations, where the first one is (3.6) and the second is the following modification of (3.7):

\begin{equation}
(4.2) \quad f_C \left( T_p^t \frac{f_x(T_p^t)}{\mu_x} g_C \left( \frac{f_x(T_p^t)}{\mu_x} \right) \right) + S = \mu C_p^t.
\end{equation}

Defining, similar to the previous section,

\[ \tilde{H}_T(C) = f_C \left( T \frac{f_x(T)}{\mu_x} g_C \left( \frac{f_x(T)}{\mu_x} \right) \right) + S - \mu C, \]

and observing that $\tilde{H}_T(C) = H_T(C)$ while $\tilde{H}_T(0) = S > 0$, we conclude that for each $T$ there is exactly one $C$ that solves (4.2). The existence of solutions to the system (3.6)–(4.2) depends on specific properties of the functions involved in the system and parameters. We explore these solutions numerically in the next section.

### 5. System behavior in the biologically realistic domain

In the previous sections we explored the model in its most generic form, which delimits the scope of analysis. In order to investigate the model behavior in more detail, we make direct calculations and explore numerical solutions. To this end, we substitute the functions in system (2.1) with explicit expressions from [17] and use realistic parameters estimated in [17] and in Appendix. For the system without treatment, we check stability of the DNI steady state and find that the unique stable DI steady state exists whenever the DNI steady state is unstable. Further, we show that in any case, the stable steady state is globally attracting. For the system with treatment, i.e., $S > 0$, we find three ranges of $S$ value, delimited by $S_{\text{min}}$ and $S_{\text{max}}$. For $S < S_{\text{min}}$, the NDI steady state is unstable, and there exists one DI steady state with large $T$, which is globally attractive. When $S_{\text{min}} < S < S_{\text{max}}$, the NDI steady state becomes LAS, and an additional DI steady state with small $T$ appears. This steady state is unstable and approximately separates the basin of attraction of the NDI steady state from that of the larger DI steady state, which retains local stability. For $S > S_{\text{max}}$ both DI steady states disappear and the NDI steady state becomes globally attractive.

#### 5.1. The model with explicit functions and nondimensionalization

The following functions for the system (2.1) were used in [17]:

\[ r(T) = \frac{r_0}{K} (K - T), \quad f_T(x) = \frac{a_T x + e_T x}{x + e_T}, \quad g_T(u) = \frac{a_T u}{u + e_T}, \quad h_T(T) = \frac{h_T}{h_T + T}, \]

\[ f_C(Tv) = \frac{a_C v T v}{T v + e_C v}, \quad g_C(x) = \frac{a_C x x + e_C x}{x + e_C}, \quad f_x(T) = g_x + a_x T, \quad f_y(C) = a_y C, \]

\[ f_u(y) = g_u + \frac{a_{uy} y}{y + e_u}, \quad f_v(x) = \frac{a_{vx} x + e_v x}{x + e_v}, \quad g_v(y) = \frac{a_{vy} y}{y + e_v} \]
The stability of the DNI steady state is determined using Proposition 3. Propositions 3 respectively. The NDNI steady state is always unstable, as shown in subsection 3.1. The above inequality does not hold for the evaluated average parameter values. Denoting differentiation with respect to \( \dot{t} \) by ', the system (2.1) becomes

\[
\begin{align*}
\dot{T'} &= \dot{T} \left( \dot{r}(1 - \dot{T}) - \dot{a}_T \dot{C} \right) \cdot \frac{\dot{u}}{\ddot{u} + \dot{e}_{T,x}} \cdot \frac{\dot{h}_T}{\ddot{h}_T + T} \cdot \frac{a_{T,x} \dot{x} + \dot{e}_{T,x}}{\ddot{x} + \dot{e}_{T,x}} , \\
\dot{C'} &= \frac{\dot{T} \ddot{v}}{\ddot{T} + \dot{e}_{C,v}} \cdot \frac{a_{C,v} \dot{x} + \dot{e}_{C,v}}{\ddot{x} + \dot{e}_{C,v}} + \dot{S} - \dot{C} , \\
\dot{x'} &= \dot{g}_x + \dot{T} - \dot{\mu}_x \dot{x} , \\
\dot{y'} &= \dot{C} - \dot{\mu}_y \dot{y} , \\
\dot{u'} &= \dot{g}_u + \dot{y} \dot{e}_{u,y} - \dot{\mu}_u \dot{u} , \\
\dot{v'} &= \frac{\dot{y} \dot{\mu}_y \dot{e}_{y,v}}{\ddot{y} + \dot{e}_{v,y}} \cdot \frac{a_{v,x} \dot{x} + \dot{e}_{v,x}}{\ddot{x} + \dot{e}_{v,x}} - \dot{\mu}_v \dot{v} .
\end{align*}
\]

In the following subsections we numerically explore the system (5.1) (see [17] and Appendix for parameter evaluation according to experimental and clinical literature). Note that the parameter \( r_0 \) can assume two values, one, \( r_{III} \), is equal to the maximal growth rate of HGG grade III, and the other, \( r_{IV} \), is equal to the maximal growth rate of HGG grade IV.

### 5.2. Stability of the DNI steady state and existence of DI steady states for the untreated system (5.1).

Here we estimate the condition of Proposition 3 and 4. It follows from section 3 that the system (5.1) without treatment has one NDNI steady state and one DNI steady state, defined by \((\hat{T}, \hat{C}) = (0, 0)\) and \((\hat{T}, \hat{C}) = (1, 0)\), respectively. The NDNI steady state is always unstable, as shown in subsection 3.1. The stability of the DNI steady state is determined using Proposition 3. Propositions 3 and 4 read now as follows: \( A = \frac{a_{C,v} (g_u + \dot{y}) + \dot{e}_{C,v} \dot{u}}{a_{v,x} (g_x + \dot{y}) + \dot{e}_{v,x} \dot{C}} \) < \( \mu_y \mu_v \) is the condition for the stability of the DNI steady state and for nonexistence of DI steady states.

The above inequality does not hold for the evaluated average parameter values. However, a reasonable change of parameters makes this condition valid. Thus, at different regions of parameter space the system can have different dynamics, due to loss of stability of the DNI steady state. More precisely, the above condition
depends on 15 parameters of the unscaled system, and the equation $A = \hat{\mu}_y \hat{\mu}_v$ defines the hypersurface in the 15-dimensional box, determined by the allowable parameter ranges. This hypersurface separates the regions of stability and instability of the DNI steady state. Here we focus on three parameters that are most relevant prognostically and are expected to vary between patients, namely, $a_{x,T}$ [22], $a_{C,v}$, and $\mu_C$ [18]. Rewriting the above condition in terms of the original parameters, we get

$$a_{C,v} < \frac{\mu_v \rho_y C_x v C_x e_{v,y} (K\hat{x}_z + g_x + e_{C,x} \mu_x)}{a_y C_x v \rho_y K} \left( a_{C,v} K\hat{x}_z + a_{C,v} g_x + e_{C,x} \mu_x \right)^2 \left( a_{v,x} K\hat{x}_z + a_{v,x} g_x + e_{v,x} \mu_x \right)^2.$$ 

In Figure 5.1 we plot the separatrix for the last inequality in the rectangle, defined by the following ranges of the parameters: $a_{x,T,min} \leq a_{x,T} \leq a_{x,T,max}$ and $\frac{a_{C,v,min}}{\rho_C,max} \leq \frac{a_{C,v}}{\rho_C,min}$. The marked point on this diagram corresponds to the estimated average values of the parameters and shows that in this case the DNI steady state is unstable. Note that this condition does not depend on the value of $r_0$. Therefore, the separatrix is the same for both HGG grade III and grade IV.

### 5.3. Steady states of the untreated system (5.1).

In subsection 3.3 we saw that there could exist DI steady states of the untreated system (2.1). Here we explore this issue numerically, using the explicit form of the model equations. The steady state equations results from equating the right-hand side of the system (5.1) to zero. We define for convenience $e_1 = e_{u,y} \hat{\mu}_y$, $e_2 = \hat{e}_{v,y} \hat{\mu}_y$, $e_3 = \hat{e}_{v,z} \hat{\mu}_x$, $e_4 = \hat{e}_{T,x} \hat{\mu}_v$, $e_5 = \hat{e}_{T,x} \hat{\mu}_x$, $g_1 = \hat{g}_x e_1$, and $a_1 = a_{T,x} \hat{g}_x$, and obtain, after substitution into the first two equations:

$$\frac{\hat{\tau}}{\hat{T}^2} \cdot (1 - \hat{T}) \cdot (\hat{T} + \hat{h}_T) : \frac{\hat{g}_x + \hat{T} + e_5}{a_{T,x}(\hat{g}_x + \hat{T}) + e_5} = \hat{C} \cdot \frac{\hat{C} + \hat{g}_x (\hat{C} + e_1)}{\hat{C} + \hat{g}_x (\hat{C} + e_1) + e_4},$$

$$\hat{S} + \hat{T}(a_{v,x}(\hat{g}_x + \hat{T}) + e_3) \cdot (a_{C,x}(\hat{g}_x + \hat{T}) + e_7)$$

$$= \hat{T} \hat{C}(a_{v,x}(\hat{g}_x + \hat{T}) + e_3) + e_6(\hat{C} + e_2)(\hat{g}_x + \hat{T} + e_3)(\hat{g}_x + \hat{T} + e_7)$$
Letting \( \hat{S} = 0 \), the second equation is linear in \( \hat{C} \) and can be substituted into the first equation yielding a polynomial equation of the sixth degree for \( \hat{T} \). This equation can be put into the form \( \hat{r}_0(1 - \hat{T}) = H_1(\hat{T}) \), \( H_1 \) being a rational function. As shown in subsection 3.3, DI steady states are expected to be found only in the regions of the parameter space where the condition of Proposition 3 does not hold. Indeed, numerical studies show that in the box defined by the estimated parameter ranges in the \((a_{T,x}, a_{C,v})\)-plane, there are no positive solutions for (5.2) below the separatrix (see Figure 5.1), while above the separatrix there is exactly one positive solution. Crossing the separatrix from below in this box creates a new steady state, which bifurcates from the DNI steady state, \( \hat{T} = 1, \hat{C} = 0 \). As an example, we show the graphic solution to this equation for several values of \( a_{C,v} \) (Figure 5.2). An increase in \( a_{C,v} \) leads to the appearance of a positive solution.

The steady states of the untreated system, for HGG grade III, are shown on a logarithmic-scale grid of \( a_{C,v} \) and \( a_{x,T} \) (Figure 5.3). The grid points were all the points in the set \( \{ e^{0.075 i} | \ln 7 \cdot 0.075 \leq i \leq \ln 700 \cdot 0.075, i \in \mathbb{Z} \} \times \{ e^{0.1 i} | \ln 5.61 \cdot 10^{-8} \leq i \leq \ln 5.61 \cdot 10^{-8}, i \in \mathbb{Z} \} \). For the HGG grade IV, defined by \( r_0 = r_{IV} \), the plot is similar.
We see that a single DI steady state exists in the parameter region, allowed by Proposition 3. It bifurcates from the DNI steady state, $\hat{T} = 1$, $\hat{C} = 0$ upon crossing the separatrix in the $(a_{x,T}, a_{C,v})$-plane, simultaneously with the loss of stability of the DNI state. This loss of stability at the bifurcation point suggests that the DI steady state is LAS whenever it exists. To check this, we have computed the value of the DI steady state and the eigenvalues of the Jacobi matrix for the points on the grid defined above. Computation shows that at all the points in the grid where the DI steady state exists (i.e. above the separatrix) it is LAS. In Figure 5.4 we present the steady state diagrams for HGG grade III, as dependent on $a_{C,v}$ only, with all other parameters being constant. The diagram looks similar for HGG grade IV, with the bifurcation occurring for the same value of $a_{C,v}$.

5.4. Global behavior of the untreated system (5.1). Upon establishing the steady states and their local stability properties, we study the global behavior of the system by computer simulations. We have simulated the system (5.1) for $\hat{S} = 0$, at each point of the grid in the $(a_{T,x}, a_{C,v})$-plane for which the steady states and their stability were determined in the previous subsection. For each grid point, 50 simulations of the scaled system (5.1) were performed for both HGG grade III and grade IV. The initial data for each simulation are as follows: the values of $\hat{T}(0)$ and $\hat{C}(0)$ are chosen randomly in the intervals $[0, 1]$ and $[0, 2]$, respectively, while the other four variables are given values, computed from steady state equations using $\hat{T}(0)$ and $\hat{C}(0)$. This choice is based on the observation that, when choosing the initial data for $\hat{x}, \hat{y}, \hat{u},$ and $\hat{v}$ in the appropriate ranges (given by Proposition 1), these variables converge very fast to, approximately, their steady state values for the current values of $\hat{T}(t)$ and $\hat{C}(t)$. In all the simulations, the system converged to the appropriate LAS steady state, as defined by the parameter choice.

5.5. Stability of the NDI steady state for the treated system (5.1). Now we turn to the analysis of the treated system. Here we determine the range of CTLs infusion rate $\hat{S}$, which satisfies the condition of Proposition 5. This proposition reads now:

$$\hat{S} \cdot \frac{\hat{a}_T \left( \hat{S}(\hat{g}_u + 1) + \hat{\mu}_u \hat{\epsilon}_{u,y} \right)}{\hat{S}(\hat{g}_u + \hat{\epsilon}_T \hat{\mu}_u + 1) + (\hat{g}_u + \hat{\epsilon}_T \hat{\mu}_u) \hat{\mu}_u \hat{\epsilon}_{u,y}} > \frac{(\hat{g}_x + \hat{\epsilon}_{T,x} \hat{\mu}_x) \hat{\epsilon}_{x,y}}{\hat{a}_{T,x} \hat{g}_x + \hat{\epsilon}_{T,x} \hat{\mu}_x}$$

is the condition for local stability of the NDI steady state $(0, C_{st}, x_{st}, y_{st}, u_{st}, v_{st})$. 
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The threshold value $\hat{S}_{\text{loc}}$ of $\hat{S}$ for this inequality is given by a quadratic equation, which has one positive root, so that for $\hat{S} > \hat{S}_{\text{loc}}$, the condition of Proposition 5 holds. For the evaluated parameter values one can estimate these thresholds for HGG grade III (using $r_0 = 0.00035h^{-1}$):

$\hat{S}_{\text{loc,III}} \approx 0.41$ for the nondimensional system and $S_{\text{loc,III}} \approx 0.41 \cdot a_{C,v} \approx 30.4\text{ cells/h}$ for the estimated parameter values;

and for HGG grade IV (using $r_0 = 0.001h^{-1}$):

$\hat{S}_{\text{loc,IV}} \approx 1.14$ for the nondimensional system and $S_{\text{loc,IV}} \approx 1.14 \cdot a_{C,v} \approx 84.7\text{ cells/h}$ for the estimated parameter values.

Similar to the previous subsection, we wish to evaluate these results as a function of the parameters $a_x$, $a_{C,v}$, and $\mu_C$. Representing the expression for $\hat{S}$ in the original parameters, one can see that the first two parameters do not influence its value, while for the latter the dependence is linear. Thus, an increase in the CTL life-span linearly reduces the value of the minimal infusion rate required for stability of the NDI steady state.

Further, we can estimate the sufficient condition for the global stability, as given in Remark 1. This inequality differs only in estimation of its right-hand side. Thus, we obtain

$$\hat{S} > \frac{\hat{a}_T \left( \hat{S}(\hat{g}_u + 1) + \hat{g}_u \hat{\mu}_u \hat{e}_{u,y} \right)}{S(\hat{g}_u + \hat{e}_T \hat{\mu}_u + 1) + (\hat{g}_u + \hat{e}_T \hat{\mu}_u) \hat{e}_{u,y}} > h_T$$

For the estimated parameter values (see Table 1) we compute for HGG grade III:

$\hat{S}_{\text{glob,III}} \approx 7.34 \cdot 10^4$ and $S_{\text{glob,III}} \approx 5.44 \cdot 10^6\text{ cells/h}$;

for HGG grade IV:

$\hat{S}_{\text{glob,IV}} \approx 2.05 \cdot 10^5$ and $S_{\text{glob,IV}} \approx 1.52 \cdot 10^7\text{ cells/h}$.

These values are close to the current clinical limits (see Discussion). In the next subsection these estimations are improved to obtain clinically achievable protocols.

5.6. Steady states of the treated system (5.1). Now we consider the DI steady states of the treated system. These are given by the same equations as in subsection 5.3, with $\hat{S} > 0$. In this case we fixed all the parameters at their average values, but allowed $\hat{S}$ to vary from 0 to $10^5$. For positive $\hat{S}$ the second equation in (5.2) yields a quadratic equation in $\hat{C}$, which has exactly one positive root. Substitution of the latter into the first equation leads to a high-degree equation in $\hat{T}$, including polynomial terms and square root, whose solution we explored numerically. Similar to the untreated case, the first equation takes the form $\hat{r}_0(1 - \hat{T}) = H_2(\hat{T})$, with $H_2$ depending also on $\hat{S}$.

To clarify the behavior of the steady state as depending on $\hat{S}$, we show the graphic solution to the latter equation for HGG grade III in Figure 5.5. The value of $\hat{S}$ determines the number of solutions of this equation. For small $\hat{S}$ there exists one positive solution, and an additional positive solution appears for larger values of $\hat{S}$ (Figure 5.5, left). When $\hat{S}$ becomes higher than some threshold $\hat{S}_{\text{max}}$, both positive solutions disappear (Figure 5.5, right). A similar pattern is observed for HGG grade IV. Note that the values of the thresholds are different for different tumor grades. For HGG grade III, the first threshold for $\hat{S}$ (appearance of second DI steady state) is $\hat{S}_{\text{min,III}} \approx \hat{S}_{\text{loc,III}} \approx 0.4$, while the second threshold (disappearance of both steady states) is $\hat{S}_{\text{max,III}} \approx 1.903 \cdot 10^4$. For grade IV, these values are $\hat{S}_{\text{min,IV}} \approx \hat{S}_{\text{loc,IV}} \approx 1.14$ and $\hat{S}_{\text{max,IV}} \approx 5.166 \cdot 10^4$, respectively.
Fig. 5.5. The graphic solution to the first steady state equation of the treated system (5.2), for HGG grade III, defined by \( r_0 = r_{III} = 0.00035h^{-1} \). The y-axis is at logarithmic scale. The dashed line is the plot of \( \hat{r}_0(1 - \hat{T}) \). The other curves are plots of \( H_2(\hat{T}) \) for different values of \( \hat{S} \) (all other parameters are at their average values). The left figure shows the appearance of small DI steady state (for \( \hat{S} \approx 0.4 \)). The right figure shows the bifurcation, by which both DI steady states disappear (for \( \hat{S} \approx 2 \cdot 10^5 \)).

Fig. 5.6. Steady state diagram for \( \hat{T} \) as a function of \( \hat{S} \), for both HGG grade III and grade IV. The diagram shows, as expected, that for small values of \( \hat{S} \), there is only one DI steady state, with \( \hat{T} \) somewhat smaller than 1. When \( S \) becomes larger than \( \hat{S}_{\text{min}} \), an additional DI steady state appears, bifurcating from the NDI steady state. When \( S \) increases, the two DI steady states get closer in values of \( \hat{T} \), and for \( \hat{S} \) above \( \hat{S}_{\text{max}} \) they both disappear. Note that the first threshold in \( \hat{S} \) in this diagram indeed coincides with \( \hat{S}_{\text{loc}} \) for both HGG grade III and grade IV. Proposition 5 and section 5.5 suggest that for \( S < S_{\text{loc}} \) the only DI steady state should be LAS, while for larger \( S \) the DI steady state with larger \( \hat{T} \) should retain stability and the DI steady state that bifurcates from the NDI steady state should be unstable (while the NDI steady state becomes LAS, as was proven). To check this, we have computed the eigenvalues of the Jacobi matrix for the DI steady states, for both HGG grade III and grade IV, and for values of \( \hat{S} \) ranging from 0 to the maximal value for which DI steady states exist. Figure 5.6 includes also the stability results, which confirm the local stability of the maximal DI steady state, whenever it exists and the instability of the second, minimal one, whenever it exists.

5.7. Global behavior of the treated system (5.1). We turn to explore the global behavior of the treated system. We define three intervals of \( \hat{S} \), according to
Fig. 5.7. Basins of attraction for the treated system with two LAS steady states. The large points are initial values of \((T, C)\) from which the system converges to the NDI steady state. The small points are initial values from which the system converges to the DI steady state. In these simulations, \(\hat{S} \approx 4.8 \cdot 10^4\), \(r_0 = r_{IV}\).

the number and characterization of the steady states. First, it was proven that for \(\hat{S} > \hat{S}_{glob}\), the unique steady state is globally stable (see Remark 1). Therefore, we consider only \(\hat{S}\) below this value. The first interval is defined by \(0 \leq \hat{S} < \hat{S}_{min}\). In this case, there exist an unstable NDI steady state and a positive, locally stable DI steady state. We have performed 200 simulations with randomly chosen initial conditions (as above for the simulations of the untreated system), for every value of \(\hat{S}\) in the set \(\{0.1, 0.39, 0.4\}\) for HGG grade III, and for every value of \(\hat{S}\) from the set \(\{0.1, 0.4, 0.7, 1, 1.13, 1.14\}\) for HGG grade IV. Convergence to the DI steady state was observed in all the simulations, suggesting its global stability.

The second interval is defined by \(\hat{S}_{min} \leq \hat{S} \leq \hat{S}_{max}\). In this interval, for each \(\hat{S}\), there exist two DI steady states. The computation in the previous subsection shows that the NDI and the larger DI steady states are LAS. Therefore, we expect that there exist two sets: \(U_1\) of the initial values for which the system converges to the NDI steady state, and \(U_2\) of the initial values for which the system converges to the stable DI steady state. Similar to the first interval, we have performed 200 simulations for each \(\hat{S}\) value in the set \(\{0.41, 0.42, 0.43, 4200, 7200, 9200, 1.8 \cdot 10^4, 1.901 \cdot 10^4, 1.902 \cdot 10^4\}\) for HGG grade III, and for each \(\hat{S}\) value in the set \(\{1.15, 1.16, 1.17, 1.19, 2, 230, 730, 38300, 48300, 50300, 51600, 51640, 51650\}\) for HGG grade IV. These values are chosen to represent intermediate and border values of the interval \((\hat{S}_{min}, \hat{S}_{max})\). Simulations show that any initial point belongs to one of the sets \(U_1\) and \(U_2\) (i.e., there are no types of behavior other than convergence to a stable steady state). To visualize the separation, we consider the projection of these sets on the \((T, C)\)-plane. We have performed 2000 simulations for one value of \(\hat{S} \approx 4.8 \cdot 10^4\) for HGG grade IV. In Figure 5.7 we plot the initial points on the \((\hat{T}, \hat{C})\)-plane in two sizes: the initial points, starting from which the system converges to the NDI steady state are large, while the initial points, from which the system converges to the stable DI steady state are small. It is clearly seen that the asymptotic behavior primarily depends on the value of \(\hat{T}(0)\), the threshold value being approximately equal to the unstable DI steady state value of \(\hat{T}\), corresponding to \(\hat{S}\).

The third interval is defined by \(\hat{S}_{max} \leq \hat{S} \leq \hat{S}_{glob}\). In this interval only the NDI steady state exists, which is LAS, and we wish to verify its global stability. Using
5.8. Estimation of the time to cure. In view of the above results, one can see that for any initial tumor size, there exists a value of $S$, starting from which the constant infusion treatment succeeds in eliminating the tumor. However, in practice, it is important to determine the duration of treatment required for tumor elimination, as excessive treatment can lead to unnecessary side effects. Therefore, we explore the time to cure (TTC) predicted by our model. To this end, we have simulated treatment of HGG grade III and grade IV tumors with different initial sizes, namely, $\hat{T}(0) = 0.01, 0.05, 0.1,$ and $0.5$. These values are chosen to represent the span of possible detection sizes for HGG (from ~1cm, corresponding to ~$10^9$ cells to late detection corresponding to half of the maximal size). In all cases we assume $\hat{C}(0) = 0$. The initial values for all other variables are set at quasi-equilibrium values. The TTC is defined as the first time point at which $\hat{T}(t) < 1 \cdot 10^{-11}$ (i.e., there is less than one tumor cell present).

In Figure 5.8 we show the dependence of TTC on the value of $\hat{S}$, for different initial tumor sizes, for grade IV. We see that for each initial tumor size, the TTC monotonically decreases when increasing the infusion rate. It is apparent that larger initial tumor size requires longer treatment. Intermediate infusion rate will never be sufficient for eliminating larger tumors; however, by significantly increasing the infusion rate even such a tumor can be eliminated in a reasonable time.
Discussion. In this work we analyzed a mathematical model for HGG-immune system interactions, in the untreated setting and under CTL infusion at a constant rate $S$. In the untreated setting we found that the system always has one globally attracting steady state. Depending on parameter values, this can be either DNI steady state, with $T = K$, or DI steady state, with $T < K$, the value of $T$ being very close to $K$ for the realistic parameter values. For the treated setting, we identified three intervals of $S$ values, separated by two thresholds, $S_{\text{min}}$ and $S_{\text{max}}$. For $S < S_{\text{min}}$ the system always converges to the unique DI steady state, with large tumor size $T$. For $S_{\text{min}} < S < S_{\text{max}}$ two attracting steady states exist. One is NDI steady state, and the other is DI steady state, having large $T$. In addition, there exists one unstable DI steady state, with smaller $T$. The NDI steady state attracts solutions with a small enough initial value of $T$. The stable DI steady state attracts other solutions. Upon an increase in $S$, the basin of attraction of the NDI steady state increases. For $S > S_{\text{max}}$, only the NDI steady state exists and it is globally attracting, ensuring that the tumor will eventually be eradicated.

Our model predicts tumor growth to a large size, either at the system’s carrying capacity or close to it, if no treatment is administered. The clinical meaning of this is that an untreated brain tumor will inevitably grow to a maximal limit size, since the natural immune response against it is too weak. Proposition 3 shows that an increase in the immune response by manipulation of the pro-immune or the immune suppressive parameters can lead to a decrease in the steady state tumor load, this decrease being insignificant (less than 0.01%) within the scope of realistic parameter values, as shown in subsection 5.3. Nevertheless, a therapy which can cause a major change in these parameters, e.g., by an increase in CTL life-span [13], can lead to tumor control. Such a mode of treatment has led to trials with immortalized CTLs [11, 26, 29] which unfortunately ended in genetic instability [25]. Note also that the NDI steady state is unstable without treatment, implying that the natural immune response cannot guarantee tumor eradication. Therefore, after surgical or drug-induced tumor reduction to an undetectable size, one should consider maintaining a constant level of CTL infusion to ensure the tumor demise. Practically, this may require developing techniques to maintain the viability of T cells. This can also be possibly achieved by vaccination (e.g., using whole cell tumor vaccines [27], or dendritic cell vaccine [8]), which will guarantee the presence of sentinels in the brain.

Analysis of the treated case shows that treatment outcomes depend on infusion intensity, with three distinct intervals for the infusion rate $S$. These intervals are defined by two thresholds, $S_{\text{min}}$ and $S_{\text{max}}$. When infusion rate is less than $S_{\text{min}}$, immunotherapy is never sufficient. Therefore, any treatment of low T cell infusion will be futile. Medium infusion rate, somewhat larger than $S_{\text{min}}$, ensures the existence of the NDI steady state, $T = 0, C = \frac{S}{\mu C}$, which is LAS. This means that when the initial tumor size is within a stable neighborhood of the NDI steady state, tumor decline toward zero is guaranteed. Clinically, this requires a reduction of tumor size prior to immunotherapy. Such a reduction can occur postsurgery, or concomitantly with chemotherapy, which could provide a suitable window of opportunities for medium-intensity immunotherapy. On the other hand, there exists a critical initial tumor size, beyond which the immunotherapy treatment will only ensure a partial reduction of tumor load. An increase in infusion rate entails an increase in this critical initial tumor size as well as a reduction of the larger steady state, implying possibility of tumor control even when the cure is unattainable. Such behavior can be compared to tumor stable partial response to the treatment. When the infusion rate is higher than $S_{\text{max}}$, a curative globally attractive steady state exists. Thus, $S_{\text{max}}$ is the min-
nal infusion rate that ensures cure from any initial tumor load, if maintained long enough. Note that this threshold value, as computed in subsection 5.6, turns out to be at least by one order of magnitude smaller than the value $S_{\text{glob}}$ estimated in Remark 1, for both HGG grade III and grade IV. The value of $S_{\text{max}}$ and the range of time to cure, estimated in subsection 5.8 are clinically feasible [31].

We conclude our analysis by estimating the duration of treatment necessary for such adoptive cellular therapy to cure patients of different initial tumor sizes. Our results suggest that the estimated time frames (see Figure 5.8) are well within clinical feasibility.

Clinical trials in cellular immunotherapy have shown some side effects, ranging from influenza-like symptoms [20] to autoimmune symptoms such as Vitiligo and Uveitis [9]. The severity of the symptoms seems to be dose-dependent. Therefore, we anticipate that high and prolonged dosages may be limited by the severity and duration of such symptoms. However, such symptoms are usually not considered lethal. Mathematical methods for optimizing treatment strategies, considering both efficacy and toxicity have been developed [1], and can be considered here, upon sufficient information.

Dynamical models by ODEs of tumor–immune system interactions have been explored in the past by different authors (see Introduction). Our model is new in explicitly considering the role of MHC receptors as immune reaction mediators, and in focusing on a specific type of brain tumor and on a novel mode of cellular treatment. These specificities are reflected in the estimated parameters, showing innate CTL recruitment to be practically ineffective. This may be the reason why no oscillations, limit cycles, or tumor dormancy are observed in our model, within the biologically relevant parameter ranges, as compared to [14] or [21]. The ability to evaluate model parameters endows it with the power to tailor immunotherapy to an individual patient. In line with the previous results [6, 7, 14], we found that the treatment intensity and the initial tumor burden are crucial factors in determining the treatment success.

There is no doubt that the translation of in vitro parameter evaluations, such as the survival time of T cells or their lytic activity, into the clinical setting of adoptive T cell therapy requires caution. However, in practice, the design of novel treatment strategies is at the discretion of the clinical investigators, based on their experience and intuition. Mathematical analysis can guide experimentalists by taking into account quantitative and qualitative information, and integrating it beyond the immediate and run-of-the-mill implications. In this work, we have derived through theoretical analysis, a clinically practical treatment parameter, namely, T cell infusion rate. This rate can be calculated on a per-patient basis, using clinical measurements, such as tumor size. Our model can assist the clinician in overcoming two major obstacles in successfully applying chemotherapy. One is in patient screening: usually there is no attempt in clinical trials to sort patients by accurately quantifying tumor load. We deem this estimation necessary to determine the minimal required T cell dose. Our work implies that some patients may receive a suboptimal T cell dose. These patients will require higher T cell infusion rate. The second obstacle is that currently there is no correlation between a patient’s response to T cell therapy and the regimen he/she is prescribed in the clinical trial; according to our analysis, partial responders should be prescribed a more intensive T cell regimen.

In this work we lay the foundations for a rational patient-tailored design of adoptive T cell immunotherapy by explicitly finding infusion rates, for which stable curative steady state can exist. Moreover, we determine the values of infusion rate $S$ for which tumor eradication will be theoretically possible from any initial tumor size. Such ra-
tional planning of adoptive T cell therapy will hopefully aid immunotherapy research. To verify our model, it is mandatory to conduct in vitro experiments, animal trials, and ultimately clinical trials and compare their results to the model predictions.

**Appendix. Parameter estimation.** For most of the model parameters, we used the values estimated in [17]. Here we give the estimation for the few of the parameters that were given different values, as well as range estimation for the relevant parameters. The parameters related to the production and effect of TGF-β and IFN-γ were translated from weight into concentration units, in line with the explanation in section 2. Parameter $a_T$ was estimated differently from [17], following the assumption that no effect of large tumor mass existed in vitro. Parameter $h_T$ was estimated in such a way that allowed reproduction of the results of clinical studies, as in [17]. All the parameters' values are summarized in Table 1.

**Cytokine production rates, $a_{y,C}$ and $g_x$.** In [17] we estimated the production rate of the IFN-γ quantity by a single CTL, $a_{y,C} \approx 1.02 \cdot 10^{-4} \text{pg} /\text{cell} \cdot h$. The calculation was based on the estimated constant CSF volume, 150 ml. Therefore, translating IFN-γ into concentration units gives $a_{y,C} \approx \frac{1.02 \cdot 10^{-4}}{150} \approx 6.8 \cdot 10^{-7} \text{pg} /\text{ml} \cdot \text{cell} \cdot h$. Similar consideration for base level production of TGF-β yields $g_x \approx \frac{6.33 \cdot 10^{-4}}{150} \approx 422 \text{pg} /\text{ml} \cdot h$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated value</th>
<th>Units</th>
<th>Rescaled value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{II}$</td>
<td>$3.5 \cdot 10^{-4}$</td>
<td>$h^{-1}$</td>
<td>$4.72 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>$r_{IV}$</td>
<td>$10^{-3}$</td>
<td>$h^{-1}$</td>
<td>$1.35 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$K$</td>
<td>$10^{11}$</td>
<td>cells</td>
<td>1</td>
</tr>
<tr>
<td>$a_T$</td>
<td>$1.54 \cdot 10^{-7}$</td>
<td>cells$^{-1} \cdot h^{-1}$</td>
<td>$2.08 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$e_T$</td>
<td>$50$</td>
<td>rec/cell</td>
<td>$1.28 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$a_{T,x}$</td>
<td>$6.9 \cdot 10^{-1}$</td>
<td>—</td>
<td>$6.9 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$e_{T,x}$</td>
<td>$66.7$</td>
<td>pg</td>
<td>$1.3 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$h_T$</td>
<td>$5.2 \cdot 10^{5}$</td>
<td>cells</td>
<td>$5.2 \cdot 10^{5}$</td>
</tr>
<tr>
<td>$\mu_C$</td>
<td>$7.41 \cdot 10^{-3}$</td>
<td>$h^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>$a_{C,v}$</td>
<td>$74.1$</td>
<td>cells/h</td>
<td>1</td>
</tr>
<tr>
<td>$e_{C,v}$</td>
<td>$10^{14}$</td>
<td>rec</td>
<td>$8.54 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$a_{C,e}$</td>
<td>$7.94 \cdot 10^{-1}$</td>
<td>—</td>
<td>$7.94 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$e_{C,e}$</td>
<td>$66.7$</td>
<td>pg</td>
<td>$1.3 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\mu_x$</td>
<td>$6.93$</td>
<td>$h^{-1}$</td>
<td>$9.35 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>$g_x$</td>
<td>$422$</td>
<td>pg/(cell•h)</td>
<td>$1.11 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$a_x,T$</td>
<td>$3.79 \cdot 10^{-8}$</td>
<td>pg/(cell•h)</td>
<td>1</td>
</tr>
<tr>
<td>$\mu_y$</td>
<td>$1.02 \cdot 10^{-1}$</td>
<td>$h^{-1}$</td>
<td>13.8</td>
</tr>
<tr>
<td>$a_{y,C}$</td>
<td>$6.8 \cdot 10^{-7}$</td>
<td>pg/(cell•h)</td>
<td>1</td>
</tr>
<tr>
<td>$\mu_u$</td>
<td>$1.44 \cdot 10^{-2}$</td>
<td>$h^{-1}$</td>
<td>1.94</td>
</tr>
<tr>
<td>$g_u$</td>
<td>$1.44$</td>
<td>rec/(cell•h)</td>
<td>0.5</td>
</tr>
<tr>
<td>$a_{u,y}$</td>
<td>$2.89$</td>
<td>rec/(cell•h)</td>
<td>1</td>
</tr>
<tr>
<td>$e_{u,y}$</td>
<td>$2.25 \cdot 10^3$</td>
<td>pg</td>
<td>$2.46 \cdot 10^3$</td>
</tr>
<tr>
<td>$\mu_v$</td>
<td>$1.44 \cdot 10^{-2}$</td>
<td>$h^{-1}$</td>
<td>1.94</td>
</tr>
<tr>
<td>$a_{v,y}$</td>
<td>$8.67 \cdot 10^3$</td>
<td>rec/(cell•h)</td>
<td>1</td>
</tr>
<tr>
<td>$e_{v,y}$</td>
<td>$9.47$</td>
<td>pg</td>
<td>10.3</td>
</tr>
<tr>
<td>$a_{v,e}$</td>
<td>$1.2 \cdot 10^{-2}$</td>
<td>—</td>
<td>$1.2 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>$e_{v,e}$</td>
<td>$667$</td>
<td>pg</td>
<td>$1.3 \cdot 10^{-3}$</td>
</tr>
</tbody>
</table>
Range for production rate of TGF-β by a single tumor cell, $a_{x,T}$. As explained in [17], the level of TGF-β in a patient is expected to be 10 times higher than in a healthy subject. We take its range to be between 65 and 5000 pg/ml, while the average value is 609 pg/ml. Using the equation for TGF-β at steady state, we obtain the following range:

$$a_{x,T,\text{min}} = \frac{65 \cdot 609}{K} \approx 2.85 \cdot 10^{-10} \text{pg}/(\text{ml} \cdot \text{cells} \cdot \text{h}),$$

$$a_{x,T,\text{norm}} = \frac{609}{K} \approx 3.79 \cdot 10^{-9} \text{pg}/(\text{ml} \cdot \text{cells} \cdot \text{h}),$$

$$a_{x,T,\text{max}} = \frac{5 \cdot 10^{3} \cdot 609}{K} \approx 3.42 \cdot 10^{-7} \text{pg}/(\text{ml} \cdot \text{cells} \cdot \text{h}).$$

**Parameters of TGF-β effect.** In [17], the effect of TGF-β on CTL killing efficacy was expressed as $F_{V,x,T} = \frac{\mu x}{\mu x + g_{\beta} \cdot \beta}$. In the present work we define $x = \frac{F_{V,x}}{x}$. Therefore, we have $a_{\beta,x} = a_{\beta} \approx 0.69$ and $e_{x,T} = \frac{\mu x}{\mu x + g_{\beta}} \approx 66.7 \text{pg/ml}$. In a similar manner, we got $e_{\beta,C} = \frac{\mu x}{\mu x + g_{\beta}} \approx 66.7 \text{pg/ml}$ and $e_{x,T} = \frac{\mu x}{\mu x + g_{\beta}} \approx 66.7 \text{pg/ml}$.

**Parameters of IFN-γ effect.** Similarly, the effect of IFN-γ on MHC-I production was expressed in [17] as $F_{V,x,T} = \frac{\mu x}{\mu x + g_{\gamma} \cdot \gamma}$. Defining, as above, $y = \frac{F_{V,y}}{y}$, we have $a_{\gamma,x} = a_{\gamma} \approx 2.89 \text{rec}/(\text{cell} \cdot \text{h})$ and $e_{x,y} = \frac{\mu x}{\mu x + g_{\gamma}} \approx 2.25 \cdot 10^{3} \text{pg/ml}$. In a similar manner, we got $e_{x,y} = \frac{\mu x}{\mu x + g_{\gamma}} \approx 9.47 \text{pg/ml}$. 

**Maximal efficacy of a CTL, $a_T$.** Wick et al. [30] report that a CTL kills 0.7–3 target cells per day. A mean value of 1.85 target cells per CTL per day gives the rate of 0.0771 h$^{-1}$. The experiment was done with 5 · 10$^5$ target cells/ml in 2 ml wells. For this calculation we assumed maximal killing efficacy of CTLs, i.e., no effects of TGF-β or large tumor mass. Substituting the former values into $a_T \cdot T = 0.0771 h^{-1}$, we got $a_T = 1.54 \cdot 10^{-7} \text{cell}^{-1} \text{h}^{-1}$.

**Parameter for CTL efficacy saturation due to large tumor size, $h_T$.** We estimated this value to be 5.2 · 10$^5$ cells.

**Death rate of CTLs, $\mu_C$.** Taylor et al. [28] find CTL half-life to be 3 to 3.9 days. In [17] we used the value of 7.41 · 10$^{-3}$ which corresponds to the half-life of 3.9 days. For range estimation we used the values of 3 and 4 days and thus obtained:

$$\mu_{C,\text{min}} = \frac{5/2}{5} \approx 7.22 \cdot 10^{-3} \text{h}^{-1},$$

$$\mu_{C,\text{max}} = \frac{5/2}{5} \approx 9.62 \cdot 10^{-3} \text{h}^{-1}.$$

**Maximal effect of $M_{1,\gamma}$ on CTL recruitment, $a_{C,v}$.** The numbers of endogenous CTLs in the untreated case are estimated to be 10$^5$–10$^6$ cells [9]. Therefore, we estimate the maximal recruitment rate as follows:

$$a_{C,v,\text{min}} = 10^3 \cdot \mu_{C,\text{min}} \approx 1000 \cdot 7.22 \cdot 10^{-3} \approx 7.22 \text{cells/h},$$

$$a_{C,v,\text{norm}} = 10^1 \cdot \mu_{C,\text{norm}} \approx 10 \cdot 7.41 \cdot 10^{-3} \approx 74.1 \text{cells/h},$$

$$a_{C,v,\text{max}} = 10^5 \cdot \mu_{C,\text{max}} \approx 10^5 \cdot 9.62 \cdot 10^{-3} \approx 962 \text{cells/h}.$$
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